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Conditional CycleGAN
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Experiments

-We use Two hundred and thirty 

thousand food images of ten kinds 

of typical Japanese foods, but we 

set restrictions on rice bowl.
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Improved Conditional GAN

(1) Collecting labeled image.

(2) Conditional Generative Adversarial Network (cGAN).

(3) Improvement of cGAN with a dish plate discriminator and WGAN-GP.

(4) Training and image generation.
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Method Overview

Coniditonal GAN
-We used WGAN GP[2] as method of GAN

Discriminator of dish plate outline.

-We prepared an additional discriminator which is trained with oval figure 

-Single class classifier with complete oval images as positive samples and 

the other figure images as negative samples. 
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Recipes retrieval results with generated image
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-We show image-based recipe search results 

which are retrieved by the generated images.

-For Recipe GAN, we generated dish images from cooking ingredients.

-Differ from the specific ramen image generation, image generation using recipe 

data is difficult due to the diversity of the dataset.

The 10 kind ingredient category. 

The 6 kind 

ramen category. 

-We trained Conditional GAN (cGAN) model with/without an additional discriminator 

of dish plates. 
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Multi-Domain Image-to-Image Translation only to food area

-Based on a Conditional Cycle GAN (cCycle GAN) with a large-scale food 

image data collected from the Twitter Stream. 

DatasetsOur network

Our architecture

-We used StarGAN[1] architecture. Combining loss functions of [2] and [3].
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 We can translate only to food area.

Changes in quality due to differences of the number of

total images.

The number of images and the quality are proportional
Input 10k / 230k 100k FULL 10k 100k FULL

Future works
-Translation with datasets which excluded constraint of food on rice bowl.

-Translation to categories not included in the datasets.

-Generate higher resolution images.
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