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Fig. 1. UECFood-100 images overlaid with segmentation masks annotated in “UEC-
FoodPix Complete.”

Abstract. Currently, many segmentation image datasets are open to
the public. However, only a few open segmentation image dataset of
food images exists. Among them, UEC-FoodPix is a large-scale food
image segmentation dataset which consists of 10,000 food images with
segmentation masks. However, it contains some incomplete mask images,
because most of the segmentation masks were generated automatically
based on the bounding boxes. To enable accurate food segmentation,
complete segmentation masks are required for training. Therefore, in
this work, we created “UEC-FoodPix Complete” by refining the 9,000
segmentation masks by hand which were automatically generated in the
previous UEC-FoodPix. As a result, the segmentation performance was
much improved compared to the segmentation model trained with the
original UEC-FoodPix. In addition, as applications of the new food seg-
mentation dataset, we performed food calorie estimation using the food
segmentation models trained with “UEC-FoodPix Complete”, and food
image synthesis from segmentation masks.
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1 Introduction

Nowadays the accuracy of image recognition has dramatically improved due to
the development of deep learning, and excellent results have been achieved in
various tasks such as image generation and semantic region segmentation. In
supervised semantic segmentation by deep learning, a large-scale mask image
dataset annotated for each pixel is required for training of segmentation mod-
els. PASCAL VOC 2012 [9] and MS COCO [13] are widely used as large-scale
segmentation datasets, in which the annotated objects are generic objects such
as animals and vehicles. MS COCO includes only a limited number of food
categories.

Although there exists many food image datasets such as Food-101 [3] and
VIREOFood-172 [4], most of them have only food category labels on each of
the images. A few datasets have bounding box annotation or segmentation
mask annotation. For example, UECFood-100 [15] has bounding box annota-
tion for each of all the dishes. As a dataset annotated on segmentation masks,
UEC-FoodPix [8] has been created by adding segmentation mask annotation
to 10,000 images of UECFood-100 by Ege et al. However, UEC-FoodPix has
the problem that it contains incomplete segmenation masks because they are
semi-automatically annotated by GrabCut [20] based on the bounding boxes
annotated in the UECFood-100 dataset. To enable accurate food segmentation,
complete segmentation masks are desirable for training. Therefore, in this paper,
we have updated UEC-FoodPix by manually modifying the incomplete segmen-
tation masks. We call the updated food image segmentation dataset as “UEC-
FoodPix Complete” (Figure 1).

By using the new food segmentation dataset, “UEC-FoodPix Complete” for
training of the state-of-the-art semantic segmentation model, DeepLabV3+ [5],
the segmentation performance was improved by 0.14 mIoU compared to the
segmentation model trained with the original UEC-FoodPix. In addition, as
applications of the new food segmentation dataset, we performed region-based
food calorie estimation using the food segmentation models trained with “UEC-
FoodPix Complete”, and food image synthesis from segmentation masks em-
ploying SPADE [18].

2 Related Work

As bechmark datasets for semantic segmentation, PASCAL VOC 2012 [9] and
MS COCO [13] are commonly used. PASCAL VOC is the dataset used in the
competition held from 2005 to 2012, and the 2012 edition includes 9,993 images
of 22 classes including airplanes and bicycles. MS COCO is a dataset provided
by Microsoft and includes 330,000 images in 80 classes. Only 10 food classes such
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as pizza and hot dogs are included in the COCO category. Therefore, it is not
suitable as a training dataset for food image segmentation models.

Currently, there are a few large-scale open food image datasets with segmen-
tation masks. The UNIMIB2016 dataset [7] provides food region information as
polygons which are equivalent to segmentation masks. However, its scale is not
so large (1027 multiple-dish images with 73 food categories), and the food im-
ages in UNIMIB2016 are biased and not unconstrained since all the food images
were taken at the same canteen.

Lu et al. [14] proposed a food volume estimation method by extending Mask
R-CNN [11] which extracts food regions from a given RGB-D image. To train the
proposed model, they used the MADiMa17 dataset [1] which consists of 21 food
categories with segmentation masks. However, all the images in the MADiMa17
dataset were taken in the laboratory environment which was different from un-
controlled real situations.

Okamoto et al. proposed a region-based food calorie estimation system run-
ning on a mobile phone [17]. They employed food image segmentation and es-
timated food calories based on the size of the reference card and food regions.
However, at that time, no food image segmentation dataset on uncontrolled food
images is available. Instead of the segmentation method which requires training
data, they used GrabCut [20], which was a hand-crafted segmentation method
that divides the foreground and background by graph-based reasoning.

To change this situation, Ege et al. created a large-scale food image segmenta-
tion dataset, which was called “the UEC-FoodPix dataset” [8]. They added pixel-
wise annotation to 10,000 food images included in the UECFood-100 dataset [15].
Regarding 1,000 food images for testing, they added pixel-wise labels by hand,
while for the other 9,000 images they created pixel-wise labels automatically by
applying GrabCut [20] on each of the bounding boxes originally annotated in the
UECFood-100 dataset. Before applying GrabCut, they verified if the bounding
box annotations were enough correct one by one, and revised them if needed. In
addition, Ege et al. [8] proposed a method to estimate actual size of foods with-
out a reference card for estimating food calorie amounts of uncontrolled food
images. To do that, they proposed to estimate actual size of foods in the image
by using the size of rice grains as reference objects. Although this methods can
be applied to food images containing rice, we can estimate real size of foods and
their calories by combining food region segmentation without a reference card
with this method.

However, since the UECFoodPix created by Ege et al. [8] generated pixel-
wise annotations semi-automatically, it may contain noisy annotations, which is
expected to be harmful for training of CNN models. Therefore, in this paper, we
improve the UECFoodPix dataset for more accurate food image segmentation.

As the other dataset for unconstrained food images, Google Food-201 [16],
SUEC Food Dataset [10], and Food segmentation benchmark [2] have been re-
leased so far. Food-201 [16] was created for the Im2Calories project by Google,
and released to the public several years after the paper was published. They
annotated 201 pixel-level labels to parts of the images in the ETH Food-101
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Table 1. A list of the public food segmentation datasets on unconstrained food images.

Dataset name release #image #class annotation Original dataset

Google Food-201 [16] 2017 12,093 208 crowdworker ETH Food101 [3]

SUEC Food Dataset [10] 2019 28,897 256 auto (GrabCut) UEC-Food256 [12]

Food segmentation benchmark [2] 2020 5,000 50 controlled Chinese food 50 categories [6]

UEC-FoodPix [8] 2020 10,000 102 auto (GrabCut) UEC-Food100 [15]

UEC-FoodPix Complete (this paper) 2021 10,000 102 controlled UEC-Food100 [15]

dataset [3] with the help of the crowd-sourcing workers. SUEC Food Dataset [10]
was created by GrabCut [20] based on the bounding box annotation of UEC-
Food256 [12]. The dataset for segmentation benchmark created by the UMINIB
group [2] contains 5,000 segmentation masks for all the images of 50-category
Chinese food image dataset [6]. We listed the current public food segmentation
datasets on unconstrained food images in Table 1.

3 Dataset Construction

Currently, many meal image datasets are open to the public, such as Food-101
[3], VIREO Food-172 [4], UECFood-100 [15] and UECFood-256 [12], for food
image classification. They are commonly used as standard benchmark datasets.
Only a few, such as UECFood-100/256, have bounding box annotations on food
regions in all the images.

As a large-scale food image dataset with a segmentation mask, UEC-FoodPix
[8] created by Ege et al. exists. However, the UEC-FoodPix dataset contains some
incomplete segmentation masks on the boundaries of the food regions, since they
were generated automatically from the bounding box annotations. Therefore, in
this study, we created “UECFoodPix Complete” as a higher quality dietary
image segmentation dataset by updating UECFoodPix manually.

We used the Web-based pixel-wise annotation tool implemented by Pongsate
et al. [22]. This tool allows easy synthesis and separation of food regions with
super-pixels. To make the annotation higher quality and more reliable, we did
not used crowd-sourcing, instead he shared the jobs among the lab members
and hired a limited number of bachelor students. To keep annotation quality,
we set annotation rules on how to create food region masks for each of the
food categories. After working with several people, the first author himself made
the final confirmation of all of the food region masks of 10,000 images to keep
annotation consistency in the dataset. The working period took about 4 months.

We show some examples modification on food region masks between UEC-
FoodPix and UEC-FoodPix Complete in Figure 2. In the first row of the figure, in
UEC-FoodPix (show in the second column) the region of ”salad“ was annotated
as a “pork cutlet” region. We divides them into “salad” and “pork cutlet” regions
in UEC-FoodPix Complete (showin in the third column). In the second rows,
the“corn soup” region was incorrect in UEC-FoodPix, since its boundary is not
circular. We revised it in UEC-FoodPix Complete.
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Fig. 2. The differences on segmentation masks in the both datasets. (1st column: food
images image, 2nd column: the corresponding segmentation masks in the orginal UEC-
FoodPix, 3rd column: the corresponding segmentation masks in the renewed UEC-
FoodPix Complete.)
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4 Evaluation

The updated food image segmentation dataset is entitled “UEC-FoodPix Com-
plete,” and consists of 9000 training images and 1000 validation/testing images.
We trained the state-of-the-art semantic segmentation method, DeepLab V3+
[5], to compare the model performance trained with the original UEC-FoodPix
and the updated UEC-FoodPix Complete. In addition, we trained the DeepLab
V3+ model with 2,000 UEC-FoodPix Complete images and 7,000 UEC-FoodPix
images together as well. We evaluated both trained models with accuracy and
mean Intersection over Union (mIoU).

The experimental results are shown in Table 2. The evaluation scores were
improved by about 0.1 in Accuracy and about 0.14 in mIoU. In case of using 2,000
Complete images, the improvement was very limited. In fact, it was one of the
reasons why we decided to update annotation on all the images. Figure 3 shows
some segmentation results by both the UEC-FoodPix model. The results by the
Complete model (shown in the fourth column) are similar to the groundtruth
(shown in the second column), while the results by the original UEC-FoodPix
were apparently irrelevant except for the first row.

Table 2. The accuracy and mean IoU scores on the three food segmentation models.

training dataset Acc mIoU

UEC-FoodPix (all automatic)　 0.560 0.416

partial UEC-FoodPix Complete (2000 hand annotation)　 0.597 0.436

UEC-FoodPix Complete (all 9000 hand annotation)　 0.668 0.555

5 Application 1: Region-based Food Calorie Estimation

In this section, as one of the applications of UEC-FoodPix Complete, we explain
the results applying region-based food calorie estimation method using rice grain
as reference objects proposed by Ege et al. [8], and compare the results between
the cases of using both segmentation models.

5.1 Method

As a utilization of the created dataset, food calorie amounts are estimated from
the estimated food regions. In order to estimate the calorie amounts in consid-
eration of the area of dishes, calorie values are estimated from the regression
equation after estimating the dish category, extracting the food region, and es-
timating the actual size of the food region based on rice grains. The procedure
is as follows, following Ege et al. [8]. 　
1. Detect food bounding box using Faster-RCNN [19] from an input image.
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Fig. 3. Segmentation results by Deeplab V3+. (1st column: input images, 2nd col-
umn: groundtruth region masks, 3rd column: estimated masks by the model trained
with “UECFoodPix,” 4th column: results by the model trained with “UEC-FoodPix-
COMPLETE.”)
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2. Estimate food regions by using Deeplab V3+ [5] in the bounding box.

3. Estimate the area of each of the detected food items by using the rice grain
based system from the estimated food region of the cooked rice portion.

4. Estimate the calorie by using the calorie / area-regression formula created
in advance for the estimated region.

Table 3. Evaluation on region-based food calorie estimation.

　　 area(rice) area(multiple food)

dataset abs.err(cm2) rel.err(%) abs.err(cm2) rel.err(%)

UECFoodPix [8] 7.21 8.73 30.0 14.2

COMPLETE　 3.03 3.67 44.7 20.7

5.2 Experimental Results

First, a comparison was made up to area estimation. 51 images containing both
actual rice and a reference card were used in the experiments. Since the ac-
tual size of the reference car is known, the actual size of the food region was
annotated.

The evaluation was performed by both absolute and relative errors, and was
performed only on images in which food was correctly detected. The experimen-
tal results are shown in Table 3 and in Figure 4. As a result, when comparing the
areas using only rice, the accuracy was improved by 4.18cm2 in absolute error
and 5.06% in relative error. In addition, from Figure 4, it was found that when
UECFoodPix was used, accurate area estimation was not possible for some test-
ing images, since the model failed to detect the region of streamed rice correctly.
However, when comparing multiple dishes, both absolute and relative errors of
the original UEC-FoodPix were lower. This is because the actual size estimation
part has a greater influence on the area size estimation than the region esti-
mation part. When the cooked rice mask estimated by Deeplab V3+[5] trained
by UECFoodPix was used for the actual size estimation, it tended to estimate
larger regions than actual food regions. Therefore, even if the other meal area
than rice is somewhat lacking, a value close to the correct answer value is calcu-
lated. Therefore, it is necessary to improve the accuracy by improving the actual
size estimation part.

Next, we estimated the calorie amounts from the size of food items and calorie
density per unit size in the same way as Ege et al. [8]. The images were similarly
performed using a reference card, and were estimated with the food regions
estimated by the segmentation model trained with UEC-FoodPix Complete.
The result is shown in Figure 5. Since the values close to the actual calories were
calculated, it was shown that it can be fully utilized for application to calorie
content estimation.
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Fig. 4. Estimated results on the area size. (left: input images with food category labels,
center: estimated results by “UECFoodPix,” right: estimated results by “UEC-FoodPix
Complete.”)

6 Application 2: Mask-based Image Synthesis

As the second application of “UEC-FoodPix Complete,” we performed mask-
based image synthesis employing the state-of-the-art mask-based image genera-
tion method, SPADE [18]. SPADE is a GAN-based model for generating images
from mask images, which spatially adapts the scaling and bias terms based on
the given mask to reflect the semantic information effectively. Training of the
SPADE model was performed using 9000 trained images and 1000 validation/test
images.

Figure 6 shows the synthesized images in which the first and third rows
represent input region mask images and the second and fourth rows represent
the corresponding generated images. Rice bowls, noodles, and Japanese combo
meals which look realistic were successfully generated. Interestingly, dish plates
were generated around food regions naturally, although no region masks on plates
were given. That is why distorted plates or bowls were sometimes generated like
the images on 4th rows and 3th and 4th columns. In the case on 4th rows and
3rd column which was a tempura rice bowl, the generated bowl were deformed
along the shrimp tempura, although the shrimp tempura is expected to stick out
of the bowl. To solve this problem, pixel-wise plate region annotation is needed.
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Fig. 5. The estimated result of food calorie amounts. (All the results were estimated
from the segmentation masks produced by the segmentation model trained with “UEC-
FoodPix Complete.”)

In the case on 4th rows and 4th column which represents bread rolls, two pieces
of bread rolls were concatenated, since input masks cannot represents multiple
different instances of the same food category.

In the next experiments, we synthesized food images from the same mask
images with different class labels. Figure 7 shows the results. In the second row,
we generated a beef rice bowl, a chicken rice bowl, a chilled ramen noodle, and
a ramen noodle from the same mask input. In the third row, we generated four
multiple dish food images by changing only one dish on the left-bottom with the
same food categories as the second row. In the fifth row, we generated multiple
dish images as well by changing two dishes at the same time on the dishes on the
left-bottom and middle-top. We confirmed that mask-based food image synthesis
worked well even for multiple dish food images, although the shape of plates and
bowls sometime were distorted and look unnatural.

Overall, we found that food image synthesis from region masks was possible.
However, since our dataset, “UEC-FoodPix Complete” has no pixel-wise anno-
tation on plate regions, we cannot control the shape of plates which are usually
generated around food regions. Therefore, distorted plates tend to be generated,
which made the synthesized images look unnatural. For future work, we think
we need to add pixel-wise plate region annotation to the dataset for more nat-
ural food image synthesis. We plan to obtain plate annotation employing the
unsupervised plate region estimation method [21] for the time being.

7 Conclusions

In this study, we created a new dataset, “UEC-FoodPix Complete,” by updat-
ing the existing the food image segmentation dataset, “UEC-FoodPix [8].” We
evaluated improvement on food semantic segmentation with the state-of-the-
art segmentation model, DeepLabV3+ [5]. As a result of segmentation using
the updated dataset, mean IoU was improved by 0.14 compared to the origi-
nal dataset. In addition, as applications of the new food segmentation dataset,
we performed region-based food calorie estimation using the food segmentation
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Fig. 6. The results of mask-based food image synthesis. (1st and 3rd rows：mask images,
2nd and 3rd rows: generated images by SPADE)

models trained with “UEC-FoodPix Complete” and food image synthesis from
segmentation masks employing SPADE [18].

In fact, our motivation on updating the UEC-FoodPix dataset is to estimate
food calories more accurately. Therefore, we like to improve region-based food
calorie estimation. Our future works include improving the accuracy of actual
size estimation using cooked rice, improving the regression equation to a more
robust estimation, and dealing with images that do not contain cooked rice. In
addition, as further development, we plan to introduce CNN-based architecture
for the part of the calorie amount estimation as well.

The “UEC-FoodPix Complete” dataset can be downloaded from the following
URL: http://mm.cs.uec.ac.jp/uecfoodpix/.
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Fig. 7. Food image synthesis from the same region masks with different food category
labels. (1st and 4th rows: class label images. 2nd row: single dish images. 3rd and 5th
rows: multiple dish images.)
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