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Figure 1: Overview of the usage of CalorieCam360.

ABSTRACT
In recent years, as people become more health-conscious, dietary
management has become increasingly important. Existing methods
record only one person’s meals or eating movements, but cannot
record the meals of multiple people at the same time. Therefore, we
aim to record the meals of all people around a dining table using
an omnidirectional camera simultaneously.

In this study, we propose CalorieCam360, a system that records
the entire dining table using only an omnidirectional camera and a
smartphone. Note that all the processing is done inside the smart-
phone application without using any external servers. Since the
images from the omnidirectional camera are distorted and cannot
be used for detection as they are, the distortion is corrected using
plane projection. The corrected images are used to detect rectangu-
lar objects that serve as references for object size, and the area is
calculated by combining object detection and region segmentation
to estimate the amount of calories from the area. The system then
uses person detection and region segmentation to track the person
and the food and records the amount of food consumed and its calo-
rie content for each person. We demonstrate that CalorieCam360
can record an entire meal at once for multiple people around the
table.

CCS CONCEPTS
• Computing methodologies→ Computer vision; • Human-
centered computing → Interactive systems and tools.
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1 INTRODUCTION
In recent years, as people become more health-conscious, dietary
management has become increasingly important. Dietary manage-
ment applications allow users to better understand their own eating
habits and improve their eating habits by recording the amount of
food they eat and the amount of calories they consume. Existing
methods record only a meal for one person or only the eating be-
havior of a person. It is not possible to estimate foods for multiple
people at the same time. In the case of a family gathering around
a dining table, it is not efficient for each person to use their own
smartphone devices and applications to record the meals. The om-
nidirectional camera can capture the entire dining table at once,
including the table and people around it, with a single device by
combining images from two wide-angle cameras. Therefore, we
aim to simplify the process by using an omnidirectional camera
to record all the dishes at a dining table at once to easily record
the meal of all the people around the dining table. Omnidirectional
cameras have become more familiar in recent years due to the wide-
spread use of VR and their low price. However, there has been little
research on the application of deep learning to omnidirectional
cameras in real time, so we need to devise new ways to use omnidi-
rectional cameras. In addition, since the omnidirectional camera
is expected to be carried around, we implemented our system as a
smartphone application, which can be carried around more easily.
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The implementation of deep learning models on smartphones has
become easier in recent years thanks to the development of libraries
such as CoreML and Pytorch Mobile. At the same time, research
on models that save computational resources, save memory, and
run at high speed for mobile devices has been widely conducted.
Therefore, our system does not need external servers, and all the
processing is done inside a smartphone.

In this study, we construct a system, CalorieCam360, that records
the entire meals at a dining table using only an omnidirectional
camera and a smartphone, as shown in Figure 1. The system es-
timates the amount of calories in each food at the entire dining
table and records the amount of calories in each food consumed by
each person at the entire dining table. The amount of calories in a
food can be estimated based on the food category and the actual
size area of the food. The actual size area is obtained by detecting
a rectangular object as a reference, and the user inputs the area
of the object. In order to record the amount of calories consumed
by each person at the entire dining table, we detect persons who
are eating and assigning the detected foods to each of the detected
persons. The size change of each of the detected foods is also de-
tected to calculate food calories consumed by each of the persons by
subtracting the difference of the segmented areas between frames.

2 RELATEDWORKS
2.1 Dietary management applications
Some meal management applications take pictures of food and
estimate the amount of calories [2, 6–10, 13, 15, 17, 18], while others
recognize eating movements and estimate the amount of calories
consumed [1, 14]. However, existing applications only recognize
a meal for one person and do not assume the case where multiple
people are sitting around a dining table. This means that each
application needs to be used even though multiple people are seated
at a single table.

In this study, we attempt to recognize the entire dining table at
once by using an omnidirectional camera.

2.2 Object recognition of omnidirectional
images

In object recognition of omnidirectional images, existing studies
use the same object recognition methods as those used for general
images. There are several ways to apply object detection meth-
ods. Chou et al. [4] trained with directly annotated equirectangular
image. Zhang et al. [21] trained by adding the distortions of the
equirectangular view to the training image. Yang et al. [20] trained
on general images and corrected the distortion of the equirectan-
gular image during inference.

In this study, we correct the distortion of the equirectangular
image using projection and detect dishes using a planar projection
suitable for food images.
3 CALORIECAM360
3.1 Overview of the proposed method
We aim to estimate the amount of calories in each person’s diet
for the entire dining table using an omnidirectional camera and
a smartphone. The system is implemented so that all processing
can be completed only with the omnidirectional camera and smart-
phone, without using an external server. The deep learning model

is implemented by converting it to a CoreML model so that it can
be completed entirely in Apple’s Vision framework [11]. The om-
nidirectional camera is Insta 360 ONE X2. CalorieCam360 can be
divided into four phases as shown in Figure 2. (1) For reference size
determination, the user selects a rectangular object of a known area
and inputs the actual area size to estimate the area per pixel, which
enables estimation of the actual size of the food. (2) For food object
detection, we use YOLO v7 [19] trained with UEC-FOOD100 [12] to
detect the location and category of food objects. (3) For calorie esti-
mation of food objects, we perform food region segmentation using
DeepLab v3+ [3], calculates the actual size area of food objects, and
estimates the calorie content from the area. (4) For the estimation
of calorie intake for each person, we continuously perform food
area segmentation and track the area. The proposed method also
tracks the person at the same time, and by mapping the person
to the dish, it is possible to calculate the proportion of each meal
eaten by each person. Based on the percentage of food eaten, it is
possible to calculate the amount of calories in each person’s diet.
In each step, an image of the table is used, corrected for distortion
using plane projection, in order to handle the information about
the food placed on the table.

Figure 2: The porocessing steps of CalorieCam360.

3.2 Planar projection over a table
The image from the omnidirectional camera can be acquired frame
by frame as an equirectangular image. To correct the distortion and
make the image suitable for detection, the proposed system uses a
plane projection of the table as the target. In-plane projection, the
meal is assumed to be on the horizontal plane below the camera, and
the equirectangular image, which can be represented as a sphere,
is projected onto the horizontal plane. An example result of the
projection is shown in Figure 3. The distorted table at the bottom
of the pre-projection image and the meal on it are shown as flat
surfaces in the post-projection image.

Figure 3: Planar projection over a table.
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3.3 Determination of reference size
To estimate the amount of calories in a dish, the area of the object
is used in this study. However, to obtain the area, the actual di-
mensions of the object captured by the camera are required. Then,
the real dimensions are calculated by detecting rectangular objects
whose areas are known to the user. Since the food detection is
performed on the image after plane projection, the calculation of
the reference size is also performed on the image after plane pro-
jection. After the rectangle detection, the user selects a rectangular
object of a known area and enters the area. The rectangle detection
uses the rectangle detection function of Apple’s Vision framework.
The detected rectangles are represented by four points (top-left,
bottom-left, bottom-right, and top-right), and the number of pixels
surrounded by these four points are calculated. The area per pixel
can be calculated by dividing the input area by the number of pixels
in the detection rectangle.

3.4 Food object detection
For object detection, we project images acquired by the omnidirec-
tional camera, and then performmeal detection using YOLO v7 [19]
trainedwith bounding box annotations of foods in UEC-FOOD100 [12].
To handle images of the entire table, the dishes in the images are
small. To accommodate small objects, the image scale is resized
from 0.04x to 0.3x in the data expansion of the training image. For
the omnidirectional image after projection, the image is rotated
from -180° to 180° because the dish is seen from all directions. The
image resolution is fixed to 640 for training and 1280 for inference.
The center of the projected image is directly under the omnidirec-
tional camera and is black since it is a blind spot. Therefore, the
bounding box in the middle of the image is removed because it may
be recognized as a dish.

3.5 Food area segmentation
After detecting the food object, we calculate the number of pixels
of the food by dividing the detection bounding box into regions
and estimating the area based on the number of pixels. Segmen-
tation is performed on the image after plane projection as in the
case of dish object detection. The semantic segmentation model
Deeplab v3+ [19] is used to segment the dish area. We implement
Deeplab v3+ using the domain segmentation toolset MMSegmenta-
tion [5] and train it using standard settings. The dataset used for
training is UEC-FoodPIX Complete [16]. UEC-FoodPIX Complete
is a dataset of 10,000 food images in 100 categories, each image is
manually annotated in pixels per category.

3.6 Calorie estimation of food objects
The proposed method estimates the amount of calories in a meal
based on the area obtained from the food area segmentation. In es-
timating the amount of calories in a meal, we calculate the amount
of calories from the area and categories, following the method
of Okamoto et al. [15] Using the regression curve of the amount
of calories created by Tanno et al. [18], we calculate the amount
of calories from the area of the food obtained by food area seg-
mentation and the amount of calories per area corresponding to
the category detected by object detection, as shown in Figure 4
Although we detect 100 food categories, currently we have the

Figure 4: Processing flow of food calorie estimation.

amount of calories per area for only 17 food categories. Therefore,
no calorie estimation is performed for the categories for which no
data are available.

3.7 Estimation of calorie intake for each person
Consider the estimation of calorie intake for each person using a
table. If we only deal with the dish information, we cannot observe
the amount of calories consumed by each person using the table.
Therefore, it is necessary to track the people using the table. We
detect all the persons who are eating, assign meals to each of the
persons, calculate the amount of food intake for each person based
on the amount of decrease in food regions, and convert the amount
of food intake into the amount of calorie intake. We use the human
pose detection function of the iOS Vision framework for person
detection. The pose detection function provides information on the
location of landmarks such as the neck, head, hands, and feet of
each detected person. The detected person is treated as the same
person as the nearest person detected in the previous frame to track
the person. If a person is too far away or has more detected persons
than in the previous frame, it is treated as a newly detected person.
We estimate the amount of food eaten by each person by assigning
each dish to the person currently eating it. We assign each dish to
the person with the nearest wrist and elbow from the locatin of the
dish. We determine the amount of food intake by the amount of
decrease in the food area. We first set the amount of food consumed
by all persons for all dishes to 0, and then we estimate the amount
of food consumed by each person for each dish in each frame. In
each frame, for each dish, we add the change in the food area in
that frame to the intake of the corresponding dish of the person. In
this way, we record the calorie intake for each dish for each person.

Figure 5: The whole processing flow of CalorieCam360.
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4 EXAMPLE USAGE OF CALORIECAM360
The actual results used are shown in Figure 6, 7, 8, and 9. As a
preparation, as shown in Figure 6, (a) we set up a camera on the
table and (b) detect the rectangle surrounding the A4 paper by
projecting the A4 paper on the reference size determination screen,
(c) after confirming that the rectangle is detected, select the A4
paper rectangle, enter 624𝑐𝑚2, the area of the A4 paper, and finish
the reference size determination.

Next, the food object detection screen is displayed, as shown in
Figure 7, (a) we place the dishes on the table and detect the placed
food. (b) When the dishes are detected, we press the button to
confirm that the dishes are actually detected. Once it is confirmed
that the food has been detected, the system proceeds to track the
amount of calories consumed by each person.

As we eat the dishes, we can see that the remaining amount of
food in percentage notation decreases as shown in Figure 8.

After finishing the meal, we can confirm that (a) the remaining
amount of each meal has decreased as shown in Figure 9. (b) Click-
ing the "View meal result" button will take us to the "View Meal
Result" screen, where we can see the amount of calories consumed
by each person for each dish. If the amount of calories can be esti-
mated for the food category, the amount of calorie intake is also
displayed. As a result, the beef bowl was incorrectly detected as
yakisoba, and detection and tracking sometimes do not work well.
Spaghetti was detected, but the tracking of spaghetti was unstable
from a certain time. Dumplings were detected and tracked well.

The estimated correspondence between the dishes and the per-
sons is shown in Figure 10, where the person in the left of the 360
directional image is shown as “person 1”, the person in the center
as “person 2”, and the person in the right as “person 3”. It can also
be seen that the nearest dishes are assigned to the corresponding
persons.

Figure 6: Example usage of CalorieCam360: Preparation

Figure 7: Example usage of CalorieCam360: Before meals

Figure 8: Example usage of CalorieCam360: During meals

Figure 9: Example usage of CalorieCam360: After meals

Figure 10: The estimated correspondence between the per-
sons and the dishes.

5 CONCLUSION
For easy recording of the foods of everyone around the dining table
by capturing all the food at once, we proposed an application that
recognizes all the food at the table using an omnidirectional camera
and a smartphone. The application, CalorieCam360, records the
meal from the beginning to the end using the functions of reference
size determination, food object detection, food calorie estimation,
and calorie estimation for each person and calculation of the amount
of food for each dish for each person. The experiments have shown
that CalorieCam360 can record the entire dining table at once when
several people are actually seated around the table.

As futurework, we plan to improve the usability of CalorieCam360
by improving the model at each stage and by adding some modules
such as face detection to track people and object tracking to track
food objects.
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