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Background: Cross-Modal Retrieval

 Modality

• Text, image, audio, video...

 Cross-modal image-text retrieval

• Build the connection is difficult

The gap between modalities

 Solution

• Embeddings & Distance Learning

• A large number of data pairs
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Guo, Wenzhong, Jianwen Wang, and Shiping Wang. 
"Deep multimodal representation learning: A survey."



Background: Recipe Retrieval and Dataset

 Recipe1M

• One of the applications of cross-modal retrieval

• 1 million pairs of recipe images and recipe texts
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Salvador, Amaia, et al. "Learning cross-modal embeddings for cooking recipes and food images."



Background: Recipe Retrieval and Dataset

 Challenge of Recipe Retrieval

➢ Text

• Ingredients are diverse (and rare in dataset)

• Instructions are detailed (or lengthy) and diverse
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Salvador, Amaia, et al. "Learning cross-modal embeddings for cooking recipes and food images.“ CVPR 2017

CROCK POT PIZZA

SIMPLY BREAKFAST LASAGNA



Background: Recipe Retrieval and Dataset

 Challenge of Recipe Retrieval

➢ Image

• Various plating (in bowls, on plates, on the table…)

• Different amount and background
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Salvador, Amaia, et al. "Learning cross-modal embeddings for cooking recipes and food images.“ CVPR 2017



Related Works

 Joint Embedding

• A framework with the proposal of Recipe1M

• Bidirectional LSTM for ingredients encoder

• Regular LSTM for instruction encoder
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VGG-16

Salvador, Amaia, et al. "Learning cross-modal embeddings for cooking recipes and food images.“ CVPR 2017

VGG-16



Related Works

 AdaMine

• Retrieval Loss (Triplet Loss)
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Carvalho, Micael, et al. "Cross-modal retrieval in the cooking context: Learning semantic text-image embeddings." ACM SIGIR 2018

Query

Retrieval Target
Dissimilar item

Cosine Distance



Related Works

 R2GAN

• Using GAN to learn compatible cross-modal features

8

Zhu, Bin, et al. "R2gan: Cross-modal recipe retrieval with generative adversarial network." CVPR 2019

Query

Positive

Negative



Related Works

 Adversarial Cross-Modal Embedding (ACME)

• Translation consistency losses and a new triplet loss 

• Adversarial loss           for modality alignment
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Wang, Hao, et al. "Learning cross-modal embeddings with adversarial networks for cooking recipes and food images." CVPR 2019

Food Classifier

Recover the other modality

multi-label classifier

Food Classifier



Related Works

 Hierarchical Transformers (H-T)

• Hierarchical transformers to encode recipe

• Self-supervised losses on top of pairs of recipe components
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Salvador, Amaia, et al. "Revamping cross-modal recipe retrieval with hierarchical transformers and self-supervised learning." CVPR 2021



Motivation & Method

 TNLBT

• Improving the representation capability of the recipe embeddings
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TNLBT : Yang, Jing, Junwen Chen, and Keiji Yanai. "Transformer-Based Cross-Modal Recipe Embeddings with Large Batch Training." MMM 2023

+ Dynamic Margins + Cross Decoder

H-T

Vision Transformer

Large Batch Training

SOTA performance



Method: Dynamic Margins

 Distance learning with dynamic margins

• Adjust the learning difficulty of retrieval loss

• Increase         during training
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Method: Cross Decoder

 Improving cross-modal recipe embeddings

• Fusing before Generating
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Experiments: Evaluation Metric

 Test Process

• Randomly select recipe-image pairs from test set

• 1k setting and 10k setting

 medR

• Median rank of the closest ground truth result in the list

 R@K

• Recall percentage at top K (R@1, R@5, R@10)
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Experiments: Results

 Comparison with state-of-the-art methods

• Randomly select recipe-image pairs from test set
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3.8% 2.3% 8.2% 4.9%



Conclusion

• We introduce a Cross Decoder to improve the representation capability 

of the cross-modal recipe embeddings

• We introduce dynamic margins into the retrieval distance learning to 

adjust the learning difficulty

• The results on the Recipe1M dataset show that our method outperforms 

the state-of-the-art methods
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