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ABSTRACT
Recently, a large number of geotagged images are available on photo sharing Web sites such as Flickr. In this paper, we propose image region entropy and geo-location entropy for analyzing the relation between visual concepts and geographical locations using a large-scale geotagged image database. Image region entropy represents to what extent concepts have visual characteristics, while geo-location entropy represents to what extent concepts are distributed over the world. In the experiment, we analyzed relations between image region entropy and geo-location entropy in terms of 230 nouns and 100 adjectives, and we found that the concepts with low image entropy tend to have high geo-location entropy and vice versa.

Index Terms— geotag, entropy, Flickr, PLSA, bag-of-features

1. INTRODUCTION
Recently, consumer-generated media (CGM) on the Web has become very popular. Especially, photo sharing sites such as Flickr and Picassa are representative CGM sites, which store a huge number of consumer-generated photos people uploaded, and make them accessible via the Web for everyone. Photo sharing sites collect not only photos but also metadata on uploaded photos. Regarding metadata for photos, textual information such as keywords and comments is common. Recently, in addition to texts, some users attach “geo-tags” to their uploaded photos. Note that a “geo-tag” means metadata which represents a location where the corresponding photo was taken, which is expressed by values of latitude and longitude.

Our objective is exploring relationship between word concepts and geographical locations by using a large number of geotagged images on the photo sharing Web sites such as Flickr. In this paper, we propose bag-of-feature-based image region entropy and geo-location entropy and using both of them to analyze relations between location and visual features. In the experiment, we analyzed relations between image region entropy and geo-location entropy in terms of 230 nouns and 100 adjectives, and we found that the concepts with low image entropy tend to have high geo-location entropy and vice versa.

2. ENTROPY ANALYSIS
In this section, we propose a new method to analyze relations between location and concepts in terms of image features. We compute both image region entropy [1] and geo-location entropy for many concepts using geotagged images gathered from the Flickr.

2.1. Image Region Entropy
“Image Region Entropy” is a measure of “visualness” of concepts, that is, to what extent concepts have visual characteristics [1]. In the original method to compute image region entropy, they perform probabilistic region selection for regions that can be linked with concept “X” from images which are labeled as “X” or “non-X”, and then they compute a measure of the entropy of the selected regions based on a Gaussian mixture model for regions. By introducing a probabilistic region selection method, they can separate foreground regions from background regions, and compute the entropy using only the foreground regions. Intuitively, if such an entropy is low, then images associated with the concept have typical appearances, and the image features of the concepts are relatively concentrated. Alternatively, if the entropy is larger, the image features of the concepts are distributed, and the concept has no typical images.

In this paper, we modify the original method by using the bag-of-features representation (BoF) [2] and the probabilistic latent semantic analysis (PLSA) [3] instead of color and texture features and the Gaussian mixture model (GMM), since it is regarded that the BoF representation has more semantically discriminative power than other representations [2] and PLSA is more appropriate for the BoF vectors, which is usually high-dimensional and sparse, than GMM. In addition, while the original method employed the probabilistic generative methods to select foreground regions which are used for computation of the region entropy, we use mi-SVM [4], which is a discriminative method, to select positive regions by taking account of the multiple instance learning setting, since discriminative method is superior to generative method in general in case that much training data is available.

We used the following iterative procedure based on mi-SVM [4] to select foreground regions:
1. Prepare a positive image set gathered from Flickr and a random background image set, carry out region segmentation with JSEG [5], and construct the region-based BoF vector for each region.
2. Sample one third of positive images and negative background images. Train SVM with them.
3. Classify all the regions of positive images with the trained SVM.
4. Select one third of regions in the descending order of the output values of the SVM. The selected regions can be regarded as positive regions.
5. If the number of iteration is more than the pre-defined value r, finish the selection of positive images. In the experiment, we set r as 5.
6. Otherwise select one sixth of positive regions in the ascending order of the output values of the SVM as nega-
tive samples. Sample one sixth of negative background images, and add them to negative samples.

7. Train SVM, and jump back to (3).

The steps from Step 3 to 7 is iterative steps. It is the same way as [1] to employ an iterative process for selecting positive regions.

As the next step, to estimate the entropy of the image features of selected regions with respect to a generic distribution of image futures. To represent a generic model, we use the probabilistic Latent Semantic Analysis (PLSA) [3] which is the probabilistic method to identify latent topics with the given number of topics. PLSA was originally proposed as a probabilistic model to extract latent topics from text documents.

We need to obtain generic base topics in advance by the PLSA for computing the entropy. To obtain the generic base, we used about ten thousand images randomly picked up from the images gathered from the Web.

The PLSA model is represented as the generative model of each word \( w \) in a document \( d \):

\[
P(w, d) = P(d) \sum_{z \in Z} P(w|z)P(z|d) \tag{1}
\]

where \( z \in Z = (z_1, \ldots, z_k) \) is a latent topic variable, \( k \) is the number of topics, \( d \in D = (d_1, \ldots, d_N) \) is an image region expressed by the bag-of-features vector, and \( w \in W = (w_1, \ldots, w_M) \) is one element of the BoF vector, which corresponds to a “visual” word. The joint probability of the observed variables, \( w \) and \( d \), is the marginalization over the \( k \) latent topics \( Z \). The parameters are estimated by the EM algorithm. In the experiments, we set 300 to the number of base topics \( k \). We carry out this estimation of \( P(w|z) \) in advance which is regarded as training process of the PLSA. For full explanation of the PLSA model refer to [3].

For each positive region \( i \) for the concept “\( X \)”, we estimate \( P(z|d^X_i) \) employing “fold-in heuristics” [3]. The entropy for the concept “\( X \)” \( H_{img}(X) \) is given by

\[
H_{img}(X) = -\sum_k P(z_k|X) \log_2 P(z_k|X) \tag{2}
\]

where \( P(z_k|X) = \frac{1}{|I_{selected}|} \sum_{i \in I_{selected}} P(z_k|d^X_i) \tag{3} \) and \( |I_{selected}| \) is the number of selected positive regions. We summarize the procedure described above in Figure 1.

2.1.1. Image Representation

In this subsection, we describe about the region-based bag-of-features (BoF) representation [2] we use as an image representation to estimate image region entropy.

The main idea of the bag-of-features representation [2] is representing images as collections of independent local patches, and vector-quantizing them as histogram vectors. Before constructing the bag-of-features vector, we apply region segmentation for all the images. To obtain the region-based BoF vector, we extract the BoF vector from each region. As a region segmentation method, we use JSEG [5] after adjusting the parameters so as to generate about eight regions per image on average.

The main steps of the method are as follows:

1. Carry out region segmentation with the JSEG algorithm.
2. Sample 3000 patches per image randomly in the same way as [6].
3. Generate feature vectors for the sampled patches by the SIFT descriptor [7].
4. Construct a codebook with \( k \)-means clustering over all the extracted feature vectors. A codebook is constructed for each concept independently. We set \( k \) as 300.
5. Assign all SIFT vectors to the nearest codeword of the codebook, and convert a set of SIFT vectors for each region into one \( k \)-bin histogram vector regarding assigned codewords. In addition, background images which are prepared as negative training samples in advance are also divided into regions and converted the sets of SIFT vectors extracted from regions into \( k \)-bin histograms based on the same codebook.

2.2. Geo-location Entropy

We can obtain location information of downloaded images which is represented by a set of values of latitude and longitude from Flickr with FlickrAPI. In this work, we calculate entropy regarding geo-location in addition to image region entropy. To estimate geo-location entropy, we build a histogram regarding location distribution on each concept by dividing latitude and longitude by every 10 degrees as shown in Figure 2. Geo-location entropy \( H_{geo}(X) \) is calculated by the following equation:

\[
H_{geo}(X) = -\sum_i b_i \log_2 b_i \tag{4}
\]
3. EXPERIMENTS

We examined image region entropy and geo-location entropy for 230 nouns shown in Table 1 and 100 adjectives shown in Table 2. For the experiments, we gathered 500 images for each concept from Flickr by providing the concept words as search keywords for FlickrAPL. Totally, we collected 115,000 geotagged photos. In the experiments, we used images including a given concept word as metadata as positive images, while images randomly selected from all the downloaded photos are used as negative images. In [1], they used only 150 adjectives and did not make an experiment with nouns. We imported 100 adjectives from the 150 adjectives, and for noun concepts we selected abstract nouns, person names and location names as well as nouns related to objects and scenes by hand in order to mix the words which are likely to be related to location and the words are not likely to be related to location.

Table 1. 230 noun concepts

<table>
<thead>
<tr>
<th>concept</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>tulip</td>
<td>7.5177</td>
</tr>
<tr>
<td>tropical</td>
<td>5.5687</td>
</tr>
<tr>
<td>sea</td>
<td>5.4936</td>
</tr>
<tr>
<td>teacher</td>
<td>5.5417</td>
</tr>
<tr>
<td>fish</td>
<td>5.7831</td>
</tr>
<tr>
<td>blue</td>
<td>5.2709</td>
</tr>
<tr>
<td>italia</td>
<td>7.4111</td>
</tr>
<tr>
<td>international</td>
<td>7.3994</td>
</tr>
<tr>
<td>colourful</td>
<td>5.4545</td>
</tr>
<tr>
<td>public</td>
<td>7.5253</td>
</tr>
<tr>
<td>traditional</td>
<td>7.4268</td>
</tr>
<tr>
<td>mother</td>
<td>5.5114</td>
</tr>
<tr>
<td>underwater</td>
<td>5.7688</td>
</tr>
<tr>
<td>hibiscus</td>
<td>5.5856</td>
</tr>
<tr>
<td>coral</td>
<td>5.6565</td>
</tr>
<tr>
<td>wooden</td>
<td>7.3469</td>
</tr>
<tr>
<td>general</td>
<td>7.5015</td>
</tr>
<tr>
<td>historic</td>
<td>7.6257</td>
</tr>
<tr>
<td>small</td>
<td>5.3409</td>
</tr>
<tr>
<td>traditional</td>
<td>5.8487</td>
</tr>
<tr>
<td>fruit</td>
<td>5.5779</td>
</tr>
<tr>
<td>older</td>
<td>7.3905</td>
</tr>
<tr>
<td>beautiful</td>
<td>5.3897</td>
</tr>
<tr>
<td>backpack</td>
<td>7.4086</td>
</tr>
<tr>
<td>lizard</td>
<td>5.5448</td>
</tr>
<tr>
<td>mosquito</td>
<td>5.9759</td>
</tr>
</tbody>
</table>

We show the top 10 and bottom 10 results in terms of region entropy and geo-location entropy for noun concepts in Table 3 and Table 4, respectively. In the same way, we show the top 10 and bottom 10 results in terms of region entropy and geo-location entropy for adjective concepts in Table 5 and Table 6, respectively.

Figure 3 and 4 show the relations between image region entropy (x-axis) and geo-location entropy (y-axis) regarding 230 nouns and 100 adjectives, respectively. Table 7 represents the cross table between image region entropy and geo-location entropy regarding some concepts picked up from Figure 3. This table shows concepts which has relatively larger or smaller image region entropy and larger or smaller image geo-location entropy at the same time. In this table, a concept with larger entropy means the concept is included in top 46 concepts in terms of entropy ranking, and a concept with smaller entropy means the concept is included in bottom 46 concepts in terms of entropy ranking.

3.1. Discussion on Nouns

As a prominent tendency, while geo-location entropy of location concepts such as “Rome”, “Africa” and “Japan” and name concepts of historical persons such as “Mozart” and “Napoleon” were small, image region entropy of locations and person names were larger. “Sox” also belongs to this category, since the “Sox” image set gathered from Flickr includes many “Red Sox” photos which is a popular baseball team in US.

As shown in Figure 5, geo-location of location names and person names are strongly tied with the concepts themselves, while images related to them includes various appearance since they are relatively abstract concepts rather than physical concepts.

We found that for the concepts related to sky such as “sun” (Figure 6) and “rainbow” their image region entropy were smaller, while geo-location entropy were larger. This is because appearances related to such concepts tends to be very similar or almost the same everywhere over the world. So geo-location entropy became high, and image region entropy became low.

“Tulip” (Figure 7) was the only concept which has low image entropy and low geo-location entropy. “Tulip” was mainly concentrated on the United States and Europe, espe-
cially, Holland, and most of the “tulip” photos included tulip flowers and tulip farms.

Both image and geo-location entropies on “Rice” (Figure 8) were large. Although “Rice” is a food concept which are common everywhere over the world, the way to cook is different depending on countries greatly. Moreover it also means the name of the ex-spokesperson of the US government.

3.2. Discussion on Adjectives

Compared Table 3 with Table 5 and compared Table 4 with Table 6, both image region and geo-location entropies on adjectives were higher than entropies on nouns on the average. Since adjectives are abstract and general concepts, there are no typical visual appearances and they do not depends on locations as much as nouns in general. In Table 5, the top 10 adjectives with the smallest entropy include many color concepts. This is because images related to color concepts contained many uniform regions filled with the corresponding color.

4. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel method to analyze relationship between word concepts and geographical locations by using a large number of geotagged images on the photo sharing Web sites such as Flickr, and we proposed using both image region entropy and geo-location entropy to analyze relations between visual concepts and their locations. In the experiment, we analyzed relations between image region entropy and geo-location entropy in terms of 230 nouns and 100 adjectives, and we found that the concepts with low image entropy tend to have high geo-location entropy and vice versa.

For future work, we plan to investigate more deep relations between locations and concepts. We like to propose a new method to discover differences of a concept depending on locations like Western-style house is different from Japanese-style house. Finally we will conduct methods to discriminate concepts which have larger cultural differences from concepts with low image entropy.
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