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Abstract
In recent years, due to the wide spread of photo sharing

Web sites such as Flickr and Picasa, we can put our own

photos on the Web and show them to the public easily.

To make the photos searched for easily, it is common to

add several keywords which are called as “tags” when

we upload photos. However, most of the tags are added

one by one independently without much consideration

of association between the tags. Then, in this paper,

as a preparation for realizing simultaneous recognition

of nouns and adjectives, we examine visual relation-

ship between tags, particularly noun tags and adjective

tags, by analyzing image features of a large number of

tagged photos with mutual information. As a result, it

was turned out that mutual information between some

nouns such as “car” and “sea” and and adjectives re-

lated to color such as “red” and “blue” was relatively

high, which showed that their relations were stronger.

1 Introduction

In recent years, due to the wide spread of digital cam-

eras and mobile phones with cameras , the amount of

images on the Web has increased explosively. At the

same time, because photo sharing sites such as Flickr

have become common where users post their images

with tags, there are so many tagged images on the Web.

These tag information are used as a keyword on image

search. However, most of the tags are added one by

one independently without much consideration of as-

sociation between the tags. This sometimes causes ir-

relevant results when we do AND-search with multiple

keywords. For example, we obtain a photo showing blue

sky and a red car for the query with “blue AND car”.

To remove such a photo and to obtain only the pho-

tos including blue cars, simultaneous image recognition

of multiple tags such as “blue cars” is needed. If we

can automatically eliminate irrelevant images, search

results for multipe keywords become more correct. In

addition, dataset can be created easily with less noise.

In order to perform more accurate image acquisition

and image search, it is necessary to take into account

the relationship between the tags and to focus more on

the contents of the image.

Then in this paper, we analyze the visual relationship

between nouns and adjectives using a large number of

tagged images on the Web. To do that, we use en-

tropy and mutual information based on visual features

extracted from images.

Moreover, the result of analysis in this time can be

used in simultaneous recognition which recognizes a cer-

tain object by a noun and recognizes the state of the

object by an adjective further like “there is a car and

the color of the car is red”.

In the rest of this paper, we describe relate work in

Section 2. We explain the overview in Section 3 and the

detail of the proposed system in Section 4. We show

experimental results in Section 5, and discuss about

the results in Section 7. In Section 8, we conclude this

paper.

2 Related work

In the field of image recognition, it is increasing

the recognition of the attribute such as an adjective.

Here, we introduce such research that focused in the

attribute.

T.L.Berg et al.[1] focused on the attribute of color,

shape, and texture. T.L.Berg et al. extracted a word

associated with the attributes from the text which were

listed in the shopping site, and labeled to local re-

gion represented the attribute most in the image corre-

sponded text description. In addition, the local regions

were expressed in blocks of 75 * 75 pixels.

D.Parikh et al.[2] focused on the attributes from the

perspective of “nameable”. The “nameable” showed

whether human can understand and represent by lan-

guage. D.Parikh et al. discovered attribute of “name-

able” by an interactive approach by using Amazon Me-

chanical Turk.

Both papers [1],[2] recognized a single attribute.

However, we limit an attribute to an adjective, and also

focus on the relationship between a noun and an adjec-

tive.



Next, we introduce the previous works. Here, we

cite the papers of Yanai et al.[3], Akima et al.[4], and

Kawakubo et al.[5].

Yanai et al. proposed the entropy as a way to quan-

tify the relation of visual concept, and referred to the

visual relation about 150 adjectives. We use the method

of quantifying the visibility of the word by entropy and

calculation of entropy.

Akima et al. built a database with hierarchical struc-

ture of between the concepts from distance relationship

and hierarchical relationship. They used the entropy

and calculate the distribution of the image when they

determine the hierarchical relationship. In addition, tag

information which given to the images was also used.

Kawakubo et al. searched the visual and geographi-

cal distribution in word concepts. In this research, they

calculated the image distribution of the class of con-

cepts such as a noun or an adjective to obtain visibility

by using calculation of entropy and region segmenta-

tion.

The difference between this research and previous

works is that we classify the class of combination of

two words, and search the visual relation of the combi-

nation of nouns and adjectives.

3 Overview

In this paper, the visual relation between a nouns

and an adjective is represented by the width of distri-

bution of the image. And, we determine that there is

a high relation if visual distribution is narrow enough.

Width of the distribution is quantified using the con-

cept of entropy. Entropy is used to calculate the local

features obtained from the image. Mutual information

is the difference between entropy of noun and entropy of

combination with an adjective and a noun. Mutual in-

formation becomes higher when visual relation between

a noun and an adjective becomes higher.

Execution procedure in the experiment in this paper

is shown below.

Execution procedure� �
1. Image acquisition by the tag-Search

2. Image segmentation

3. Feature extraction and creating BoF

4. Positive region determination

5. Calculation of Feature distribution in each

positive region by PLSA

6. Calculation of entropy

7. Calculation of similarity by tag co-occurrence

8. Analysis of the relationship between the tags� �
In this paper, we calculated similarity by co-

occurrence of tags by the Normalized Google Distance

(NGD) for comparison with the visual relation by en-

tropy.

4 Proposed method

In this chapter, we describe the methods used in the

experiment. In this experiment, we calculated the en-

tropy to refer to visual relation between an adjective

and a nouns. In addition, we calculated the similarity

by co-occurrence of tags for comparison.

4.1 Calculation of entropy

The entropy was calculated using the probability

obtained by the pLSA. The entropy increases when

the distribution of local feature vectors representing

the positive regions becomes wider. And the en-

tropy decreases when the distribution becomes nar-

rower. Therefore, the size of the entropy represents

the width of the image distribution belonging to the

class concept which is the combination of a noun and

an adjective. That is, calculating the entropy leads to

searching for visual relation each the combinations.

4.1.1 Entropy

We calculated the entropy using the P (zk|di) deter-

mined by pLSA. First, we calculated

P (zk|wj) =

∑I
i=1 P (zk|di)

|I|
(1)

for each latent topic variables. Then, we calculated the

entropy by

H(P ) = −
K∑

k=1

P (zk|wj) log(P (zk|wj)) (2)



for each images using P (zk|wj).

4.1.2 Mutual information

The mutual information is a value represented by the

difference of the entropy, and indicates the relation be-

tween the tags. We calculated the mutual information

as

MI(X;Y ) = H(X)−H(X|Y ) (3)

where H(X) is the entropy of one class, and H(X|Y ) is

the entropy of the class combined two classes. If image

distribution becomes narrow by combining the tag X

with the tag Y, we judge the visual relation become

higher from the increase of mutual information.

4.2 Calculation of similarity by co-
occurrence of tags

The calculation of similarity by co-occurrence of tags

is calculated using the Normalized Google Distance

(NGD)[6]. The formula is

NGD =
max {log f(x), log f(y)} − log f(x, y)

logN −min {log f(x), log f(y)}
(4)

where x is a noun, y is an adjective, f(x) and f(y)

are the image number of tag search by a noun and an

adjective in Flickr, and f(x, y) is the image number of

AND-search by combination of a noun and an adjective.

Moreover, N is the number of all images in Flickr. How-

ever, we assume N is 50 billion since it is very difficult

to understand the exact number.

5 Experiments

5.1 Dataset

Images were acquired using the API from Flickr.

When retrieved, we acquired 800 negative images and

200 positive images under the restriction which we ac-

quire only one image from the same author. In addi-

tion, we retrieved positive images in order from the top

in ranking of search of Flickr. Negative images were

selected from among the images obtained at random

from Flickr, which does not have the tags of nouns and

adjectives of a particular class. In this experiment, we

selected 20 nouns in Table 1 and 15 adjectives in Table

2. Thus, we calculated the entropy about 20*15 classes

which are the combination of each noun and each ad-

jective and 20 classes which are only noun.

Table 1: The 20 nouns used in experiment

beach bird boat bridge car

cat cloud cup dog flower

fruit house people sea sky

snow sun tower train tree

Table 2: The 15 adjectives used in experiment

red blue green black white

circle square morning night winter

summer new old beautiful cool

5.2 Experimental Method

Using the dataset in the previous section, experi-

ments were conducted as follows.

5.2.1 Region Segmentation

Segmentation was used JSEG[7] as maximum num-

ber of regions is 10. However, since this number is the

maximum number of division, there are many images

which the number of regions becomes smaller than 10.

Moreover, we also have a post-processing to integrate

a small area. In this case, we adjusted the parameters,

so that the region where the relative size to the whole

picture exceeds 0.075 is not integrated.

5.2.2 Visual Feature Representation

First, we created the codebook which size is 1000 to

create the BoF. Then, Color-SIFT features were ex-

tracted from the positive and negative images.And we

created the BoF of dimension 1000 using a codebook

from each region.

5.2.3 Positive region determination

Positive region determination was performed using

the mi-SVM. We used SVM-light[8] as the program of

SVM. In this experiment, we estimated the positive re-

gion by repeating five times in the training and test by

SVM. So we judged that the remaining in the final 200

is positive region.

5.2.4 Calculation of feature distribution

In this experiment, in order to calculate of the pLSA

in each class using the fold-in heuristics, first, the dis-

tribution was determined based pLSA. It was used to

determine the distribution base that a BoF of 20,000

randomly selected from all regions in BoF of positive



Fig. 1: Calculation result of mutual information (red: high relation class, blue: low relation class)

Fig. 2: Calculation result of co-occurrence of tags by NGD (red: high relation class, blue: low relation class)

image. Perform clustering using the pLSA for this BoF

to determine the feature distribution. The number of

clusters in clustering in this case was 300.

5.2.5 Calculation of mutual information

The entropy was calculated using the joint probabil-

ity P (z|d) which was calculated by pLSA. Then, we

calculated mutual information MI using entropy. Cal-

culation result will be published in the next section.

5.2.6 Tag relation

First, we examined the search number by tag-search

about tag X, and the search number by tag-AND-search

about pair of tag X, Y. Next, we calculated the relation

using the NGF from the search number. This calcula-

tion results are also posted in the next section.

5.3 Experimental results

We calculated mutual information for each class. Fig

1 shows the calculation result of the mutual informa-

tion. We posted a decrement from the entropy of the

class of nouns only, in the class combined with the ad-

jective. In addition, Fig 2 shows the calculated results

on the similarity of NGD using tag co-occurrence.

6 Discussion

From the experimental results, we compare mutual

information of each class. Mutual information de-

creases when the distribution of images in each class

spread, and increases when the distribution of images

in each class is narrow. Then, we determine the classes

which have amount of mutual information have high vi-

sual relation between nouns and adjectives. Moreover,

we determine the classes which have small NGD have

high visual relation between nouns and adjectives.

6.1 Discussion on visual relations

When we pay attention about the class in combina-

tion with the adjective about a color, it turn out that



Fig. 3: Positive regions in the class combined with an

adjective about color

Fig. 4: Positive regions of the class which the tag rela-

tion is high, and visual relation is low

mutual information becomes increase in the class that

the adjective about color qualify directly to the object

being indicated by the noun (see Fig 3). We would

mention “red sun” and “red car” class as the example of

large mutual information, and “red cat” and “red dog”

class as the example of small mutual information in the

class which combined with the adjective about a color.

When we think about such a class, in the class mu-

tual information is greater, positive region of that class

contains the particular color and object. Whereas, in

the class mutual information is smaller, positive region

of that class don’t contain the particular color and ob-

ject. Therefore, it can be thought that visual relation

has been correctly calculated based on intuition.

6.2 Comparison with tag co-occurrence

The class was also present visual relation is low nev-

ertheless the relation by tag are high (see Fig 4). As an

example, we cite “summer beach”, “green sky” class. It

is thought that visual relation became low in “summer

beach” class, because there are not only the image of

a beach but many images of the people who are doing

sea bathing. And, it is thought that the relation by

tag became high in “green sky” class, because “green

sky” class contains many images of grass, and the co-

incidence of a tag of sky and a tag like grass which

coincides with green easily being high similarly. How-

ever, we can show the low level of relation by using the

visual relation.

7 Conclusion and Future work

7.1 Conclusion

In this paper, first, we collected images tagged with

both particular nouns and adjectives from Flickr. Then,

we extracted local features from images, and calculated

the distribution of image as the numeric value by the

entropy. In addition, we performed comparison and

consideration about the visual relation between a noun

and an adjective from the change in entropy for each

class which combined a noun and an adjective.

As a result, we could obtain the result of mutual in-

formation which represents the intuitive visual similar-

ity. Therefore, it turned out that the visual relation

in the class which combined an adjective about color is

easy to show the relation between tags.

7.2 Future work

We consider creating the new dataset in consideration

of visual relation, by using the analysis result of the

visual relation searched in the experiments. In addition,

we hope that accuracy of classification and training in

a field of simultaneous recognition of a noun and an

adjective will improve by using that dataset.
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