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Figure 1: A screen-shot of “DeepFoodCam” for iOS.

Due to the recent progress of the studies on deep learning,
deep convolutional neural network (DCNN) based methods
have outperformed conventional methods with a large mar-
gin. Therefore, DCNN-based recognition should be intro-
duced into mobile object recognition. However, since DCNN
computation is usually performed on GPU-equipped PCs, it
is not easy for mobile devices where memory and computa-
tional power is limited.
In this demo, we show the possibility of DCNN-based

object recognition on mobile devices, especially on iOS and
Android devices including smartphones and tablets in terms
of processing speed and required memory. As an example
of DCNN-based mobile applications, we show a food image
recognition app, “DeepFoodCam”. Previously we have pro-
posed “FoodCam” [1] which is a mobile app of food image
recognition employing linear SVM and Fisher Vector (FV)
of HoG and color patches. In this demo, we show DCNN-
based “DeepFoodCam” outperformed FV-based “FoodCam”
greatly in terms of recognition accuracy as shown in Figure
2, although the processing time was kept almost the same.
We use multi-scale network-in-networks (NIN) [2] in which

users can adjust the trade-off between recognition time and
accuracy. We implemented multi-threaded mobile applica-
tions on both iOS and Android employing either NEON
SIMD instructions or the BLAS library for fast computa-

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
MADiMa’16 October 16-16 2016, Amsterdam, Netherlands
c© 2016 Copyright held by the owner/author(s).

ACM ISBN 978-1-4503-4520-0/16/10.
DOI: http://dx.doi.org/10.1145/2986035.2986044

Figure 2: Performance comparison among NIN-
based “DeepFoodCam”, standard AlexNet and FV-
based“FoodCam”on the UEC-FOOD100 dataset re-
garding the top-N classification accuracy.

tion of convolutional layers, and compared them in terms
of recognition time on mobile devices. As results as shown
in Table 1, it has been revealed that BLAS is better for
iOS, while NEON is better for Android, and that reducing
the size of an input image by resizing is very effective for
speedup of DCNN-based recognition. In case of using iPad
Pro with BLAS, we achieved 66.0ms as the processing time
for one time recognition on iPad Pro. Please refer to [3]
about the detail.

We have released the iOS-version food recognition app on
Apple App Store. Please search for “DeepFoodCam”. The
Android-version app can be download from our project page,
http://foodcam.mobi/.

Table 1: Recognition time [ms] on mobile devices.

NIN(BLAS) NIN(NEON)
iPad Pro 66.0 221.4
iPhone SE 79.9 251.8

Galaxy Note 3 1652 251.1
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