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1. INTRODUCTION
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ÅDeepLearning achieved remarkable progress

ïE.g. Audio Recognition, Natural Language Processing,

ÅEspecially, in Image Recognition,Deep Learning gave 
the best performance

ïOutperform even humans such as recognition of 1000 
object(He+, Delving deep into rectifier, 2015)

Deep Learning(DNN,DCNN,CNN)
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ÅMany Deep Learning Framework have emerged

ïE.g. Caffe, TensorFlow, Chainer

Deep Learning Framework
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Convolution Architecture For Feature Extraction(CAFFE)

Open Framework, models and examples for Deep Learning

ÅFocus on CompuerVision

ÅPure C++/CUDA architecture for deep learning

ÅCommand line, Python MATLAB interface

ÅFastest processing speed

ÅCaffe is the most popular framework in the world

What is Caffe?
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ÅThere are many attempts to archive CNN on the 
mobile

ïRequire a high computational power and memory

Bring to CNN to Mobile

High Computational Power and Memory are Bottleneck!!
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Files

Å3 files are required for Training -> Output: Model

ï3 files: Network definition, Mean, Label

How to train a model by caffe?

Training

ӸNetwork
ӸMean
ӸLabel

3 files

Dataset

Output

ӸCaffemodel

Use these 4 files
on mobile
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ÅWe currently need to use OpenCVDNN module

ïnot optimized for the mobile devices

ïtheir execution speed is relatively slow

Use the 4 Files 
by Caffe on the Mobile

ӸNetwork
ӸMean
ӸLabel
ӸModel

4 files
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ÅWe create a Caffe2Cwhich converts the CNN model 
definition files and the parameter files trained by 
Caffeto a single C language code that can run on 
mobile devices

ÅCaffe2Cmakes it easy to use deep learning on the C 
language operating environment

ÅCaffe2Cachieves faster runtime in comparison to 
the existing OpenCVDNN module

Objective

ӸNetwork 
ӸMean
ӸLabel
ӸModel

4 files
Caffe2C

Single C code
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ÅIn order to demonstrate the utilization of the Caffe2C,
we have implemented 4kinds of mobile CNN-based 
image recognition apps on iOS.

Objective
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1. We create aCaffe2C which converts the model 
definition files and the parameter files of Caffeinto 
a single C code that can run on mobile devices

2. We explain the flow of construction of recognition 
app using Caffe2C

3. We have implemented 4 kinds of mobile CNN-based 
image recognition apps on iOS.

Contributions
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2. CONSTRUCTION OF CNN- BASED 
MOBILE RECOGNITION SYSTEM
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ÅIn order to use the learned parameters by Caffe on 
mobile devices, it is necessary to currently use the 
OpenCVDNN module       not optimized, relatively slow

ÅWe create a Caffe2Cwhich converts the CNN model 
definition files and the parameter files trained by Caffe
to a single C language code

ïWe can use parameter files trained by Caffeon mobile devices

Caffe2C
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ÅCaffe2Cachieves faster execution speed in comparison 
to the existing OpenCVDNN module

Caffe2C

Caffe2C OpenCVDNN

AlexNet

iPhone 7 Plus 106.9 1663.8

iPad Pro 141.5 1900.1

iPhone SE 141.5 2239.8

Runtime[ms] Caffe2C vs. OpenCVDNN(Input size: 227x227) 

Speedup Rate:
About 15XṌ
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1. Caffe2Cdirectly converts the Deep Neural Network to 
a C source code

Reasons for Fast Execution

Caffe2C

OpenCVDNN

ӸNetwork 
ӸMean
ӸLabel
ӸModel

Caffe2C
Single C code

Execution 
like Compiler

Execution 
like Interpreter
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2. Caffe2Cperforms the pre-processing of the CNN as 
much as possible to reduce the amount of online 
computation

ï Compute batch normalization in advance for conv weight.

3. Caffe2Ceffectively uses NEON/BLAS by multi-threading

Reasons for Fast Execution

ӸNetwork 
ӸMean
ӸLabel
ӸModel

4 files
Caffe2C

Single C code
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Deployment Procedure

1. Train Deep CNN model by Caffe

2. Prepare model files

3. Generate a C source code by Caffe2Cautomatically

4. Implement C code on mobile with GUI code 

Trained Deep 
CNN Model

Deep CNN

Train Phase
1

ḱCaffemodel
ḱNetwork
ḱMean
ḱLabel

Model 
Preparation

2

Convert 
C code

3

Caffe2C

Implement 
on Mobile

4
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3. IMAGE RECOGNITION SYSTEM
FOR EVALUATION 
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ÅIn order to demonstrate the utilization of the Caffe2C
we have implemented four kinds of mobile CNN-
based image recognition apps on iOS 

ÅWe explain image recognition engine used in the iOS 
application

Image Recognition System
for evaluation
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CNN Architecture 
ÅA representative architectures are AlexNetVGG-16 GoogleNet

AlexNet

VGG-16

Network-In-Network

or NIN
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CNN Architecture 
ÅThe number of weights in AlexNetand VGG-16 is 

too much for mobile.

ÅGoogLeNetis too complicated
for efficient parallel implemen
-tation. (It has many branches.)


