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ABSTRACT

In recent years, thanks to the development of generative adversar-
ial networks (GAN), it has become possible to generate food im-
ages. However, the quality is still low and it is difficult to generate
appetizing and delicious-looking images.

In the latest GAN study, StyleGAN [12] enabled high-level fea-
ture separation and stochastic variation of generated images by
unsupervised learning. However, to manipulate any style, it is nec-
essary to understand the representation of the latent space and to
input reference images.

In this paper, we propose a conditional version of StyleGAN
to control probabilistic fluctuations of disentangled features. The
conditional style-based generator can manipulate the style of any
domain by providing conditional vectors. By applying the condi-
tional StyleGAN to the food image domain, we successfully have
generated higher quality food images than before. In addition, in-
troducing conditional vectors enabled us to control the food cate-
gories of generated images and to generate unseen foods by mixing
multiple kinds of foods.

In the experiment, to show the result of the proposed method ex-
plicitly, Food13 dataset is constructed and evaluated by both qual-
itative evaluation and quantitative evaluation.
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1 INTRODUCTION

Recently, in the field of computer vision, there are many studies
for generative methods, variational auto-encoders (VAEs) [14] and
generative adversarial nets (GANS) [3]. In particular, GANs show
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Figure 1: From top to bottom: example images of generated
from inputs containing condition information specifying (a)
one, (b) two, (c) three domains, respectively. All images are
generated with the same style noise. Our model can generate
images that include class information from an input that in-
cludes condition information that specifies multiple classes.

remarkable results in various computer vision tasks such as image
generation [1, 11], image conversion [9, 31], super-resolution [15]
and text-to-image synthesis [29]. GANs have already been applied
to the food image domain. Ito et al. [10] proposed RecipeGAN
and RamenGAN both of which are based on conditional GAN [16].
By using conditional vectors, we can control the categories or at-
tributes of generate images. RecipeGAN generates food images
with the condition on food ingredients, and RamenGAN generates
ramen images with the condition on ramen fine-grained categories.
However, both the GANSs failed to generate realistic food images
which look delicious. To solve this problem, we introduce the Style-
GAN [12] which is one of the state-of-the-art GANSs regarding im-
age quality into food image generation. To control food categories
of generated images, we propose a conditional StyleGAN which is
the StyleGAN with conditional inputs.

Regarding StyleGAN, Karras et al. [12] re-designed the genera-
tor architecture to control the image synthesis process, motivated
by style transfer literature [7]. The generator starts from the in-
put of learned constants and adjusts the style of the image at each
convolutional layer based on the latent code. Thus, the generator
directly controls the strength of image features at different scales.
The generator separates high dimensional attributes from proba-
bilistic fluctuations in unsupervised learning. However, the change
of noise from high dimensional latent space cannot be controlled
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Figure 2: We add conditional information y after each FC
layer (Right) to the styled-based generator (Left) [12] . Con-
ditional information y makes it possible to specify any style.
Please refer to Section 4.4 for details about how to input con-
ditions many times.

to be the style of a particular domain. To solve this problem, we ex-
tend the generator to manipulate the latent space in a specific do-
main by combining the conditional vector with the noise injected
directly into the network.

Mirza et al. [16] propose that the generative adversarial nets can
be extended to a conditional model if both the generator and the
discriminator are conditioned based on some additional informa-
tion y. y is any kind of auxiliary information, such as class labels
and data from other modalities. In this paper, we propose a the con-
ditional style-based generator that can control the latent variables
representing the style of the images for more separation and under-
standing of the potential space. A conditional vector that specifies
an arbitrary style associated with a latent variable representing a
style controls the latent space and allows the generation of images
of any domain.

Through the experiments, we found interesting characteristics
of conditional StyleGAN on food domain. By modifying the ran-
dom noise, our proposed model can generate images with vari-
ous variations within the same food categories. In addition, our
model can generate unknown dishes by mixing multiple condi-
tions. For example, as shown in Figure 2, our model generate im-
ages representing each feature by providing multiple food class
condition vectors as inputs. As a result, we confirmed that the pro-
posed model had the potential of creating new foods.

Major contributions of this paper can be summarized as follows:

(1) We propose the style-based conditional generator to control
the latent space.

(2) Our proposed generator can generate images that reflect
each feature from condition information that specifies mul-
tiple classes.

Daichi Horita ~Wataru Shimoda  Keiji Yanai

(3) In the experiments with a food dataset, we reveal that the
noises in the style-based generator indicate additional el-
ements such as topping information, and unseen types of
food images can be generated by mixing multiple kinds of
foods with mixing conditional weights.

2 RELATED WORK

2.1 Generative Adversarial Nets

GANs [1, 3] have achieved impressive results in image genera-
tion [11, 23], image-to-image translation [9, 13, 31], text-to-image
translation [24, 29], and super-resolution [15]. A GAN consists of
a generator and a discriminator. The discriminator learns to distin-
guish the produced fake samples from the real ones, while the gen-
erator learns to generate fake samples which are not distinguish-
able from the real ones.

To the best of our knowledge, cGAN [16] is the first GAN model
which leverages conditional information. The input of cGAN’s gen-
erator is the combination of the latent vector noise and label vec-
tor, and the input to the discriminator is the generated fake or
real sample and a corresponding label. One of the cGANs meth-
ods is AC-GANSs [21], which directly manipulates the loss objec-
tives. AC-GANSs use a classifier that shares part of its structure with
the discriminator and augments the original discriminator’s objec-
tive function using the generated fake samples and the likelihood
score of real samples. Label information is included in the objective
function. Another method using of conditional information is the
method proposed by [20]. Miyato et al. [20] propose the projection
based way to incorporate the conditional information into the dis-
criminator of GANs. Therefore, the model takes into account the
structure of the assumed conditional probabilistic models under-
lined by the structure of the discriminator. We propose a condition
version of StyleGAN [12] using the method proposed by Miyato et
al [20].

2.2 Feature Disentanglement

There are some studies for disentangled representation learning.
For instance, there are some studies [2, 26, 28] to learn disentangled
representations without supervision. Some other works [8, 18] fo-
cus on disentangling content and style by encoding from an image.
In [8], “content” is defined as the underlying spatial structure and
“style” is defined as the rendering of the structure. However, Kar-
ras et el. [12] propose a method to disentangle by learning various
style information by supplying a part of the latent code to multi-
ple generator layers. This method enables the generator to learn
distributions in which latent codes represent conditional informa-
tion. However, it is difficult to sample a feature that represents an
arbitrary style from the latent code without reference images be-
cause no condition that restricts the distribution of the latent code.
In this paper, we propose to specify a latent code representing an
arbitrary style by learning the distribution of conditional informa-
tion by combining it with the latent code.

2.3 Food Image Generation

GANs have been applied for generating food images from ingre-
dients [10] and recipes [25, 30], and translating [5, 6, 27]. Horita



Unseen Food Creation by Mixing Existing Food Images
with Conditional StyleGAN

Soba Tenpura Eel Fried Fried
noodle  bowl bowl noodle rice

Y

Bibimbap

MADiIMa ’19, October 21, 2019, Nice, France

Pork
Steamed  Chilled Seafood cutlet Meat Ramen
rice noodle bowl bowl spaghetti noodle

Figure 3: Given the fixed noise, style, and conditional vector, our proposed model generates the image corresponding to the
food class of each row. Eel bowl and soba noodle have distorted food images because they have few round samples.

et al. [6] propose to extend CycleGAN [31] to convert food im-
ages among 10 categories. However, this work converts only the
style between the two types of food without changing the content
of the food. On the other hand, in this paper, we manipulate the
structure by fluctuating transformation and style noise including
two or more styles by setting multiple domains as conditions.

3 OUR APPROACH

3.1 Conditional style-based generator

Our goal is to learn a conditional version of the style-based gen-
erator to control the latent space. To achieve this, we propose a
method to input conditional information to the mapping function
f configured in the MLP layer, as shown in Figure. 1. This archi-
tecture differs from the traditional way of providing conditional
information to the first layer input of the generator. Given latent
code z and the conditional information y, The mapping function f
converts to conditional style information(ys, ¢, yp, ) to control an
adaptive instance normalization layer (AdaIN) [7] by performing
the nonlinear conversion. The AdaIN operation is defined as

x = ()
o(xi)
where x; is normalized with AdaIN operation using the conditional
styles. As a result, AdaIN operation can be normalized so that map-
ping networks show any style. The dimension of the conditional

style is twice that of the feature map z.

For the objective functions, we use the hinge version of the stan-
dard adversarial loss [17], which is different from StyleGAN [12],
defined as

LG.D) = Eyy [Eq(x|y) [max(0, 1 —D(x,y))]]

t Eq) [Ep(z) [max(0,1 +D(é(z»y),y))]] . (2)

AdaIN(xi,yc) = Ys,ic +Upic» (1)

L(G.D) = -Eqy [Ep(z) [ﬁ(G(Zay),y)]], ®)

where p(z) is the standard Gaussian distribution. Our conditional
style mapping network f consists of multiple fully-connected (FC)
layers. We analyze the effect of the number of FC layers on the
image quality in Section 4.4.

3.2 Conditional discriminator

We adopt the projection discriminator proposed by Miyato et al. [20].
The projection discriminator incorporates conditional vectors dif-
ferently from the method of concatenating the embedded condi-
tional vectors into feature vectors.

Table 1: Food13 dataset. The number of samples in each class.

Category # number of images
bibimbap 9433
fried rice 28406
beef bowl 9720
steamed rice 6387
ramen noodle 80000
eel bowl 5100
fried noodle 25000
pork cutlet bowl 10000
chilled noodle 13600
seafood bowl 10000
tempura bowl 10000
meat spaghetti 7000
soba noodle 3300
total 227946

4 EXPERIMENTS
4.1 Dataset

We have created a relatively large food image dataset, which is
“Food13”. As shown in Table 1, Food13 dataset consists of a total
of 13 categories and of about 230k of food images that contains
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Figure 4: Images generated by the model learned without inputting condition information other than the first one. That is, the
model is given the same input as in Figure 3. Each column corresponds to a conditional vector of each class.

Figure 5: Images generated from the fixed styles, the condi-
tion vectors, and randomly sampled noises. Each row shows
the difference in randomly sampled noise. Random noise
plays a role in expressing differences such as food topping.

the dataset proposed by [6, 19] and the additional food images col-
lected from the Twitter stream. We divide the set of the dataset
into a training set and a test set. The test set consists of 1000 im-
ages of each category. Note that most of the images are not high-
resolution, and they are not suitable for high-resolution image gen-
eration. We normalize the color values to [-1, 1] before given the
image into the model.

4.2 Implementation Details

We implement our method using PyTorch [22]. We also start to
generate resolutions from 8 x 8 , as we do with Karras et al. [12].
The models are optimized by stochastic gradient descent. For all
experiments, we use the same learning rates as Karras et al. [11].
We update the generator once for each discriminator update.

4.3 Manipulation of latent space

Figure 3 shows that images are generated from fixed the input
noises styles, and the condition vectors representing each class
by our model. We can see that our model can generate an arbi-
trary class of images thanks to the condition vectors. However, al-
though the noises and styles are fixed, eel bowl and soba noodle
have distorted food images because they have few round samples.
Figure 5 shows the images generated from a fixed style, a condition
vector, and randomly sampled noise. Each image is generated by
our model given different random noises. We can see that random
noise plays a role in expressing differences such as food topping.
Figure 6 shows that images generated by our model simultaneously
with condition vectors representing two or more classes. We can
see that our model can generate each feature even when given the
multiple condition vectors.

4.4 Comparison of the number of FC layers

We calculate the FIDs using samples randomly divided into 1000
for evaluation from each class of the Food13 dataset. To extract fea-
tures, we use Resnet50 [4] which has been pre-learned using UEC-
f00d100 [19]. Table 2 shows how FIDs are affected by the mapping
network. We can see that the average value is the highest when
the mapping network consists of eight FC layers.

Figure 3 and Table 3 shows results and FIDs in case of the model
learned without inputting condition information other than the
first one to evaluate the role of the condition information input
before each FC layer. We can see that FIDs are lower when we en-
ter the condition information after each FC layer. Note that lower
FID indicates better quality.

Figure 4 shows the generation result of the condition vector that
controls the class in the model learned without inputting condition
information other than the first one. That is, the model is given the
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Category MLP4 | MLP8 | MLP 12 | MLP 16
bibimbap 13.61 10.91 20.15 11.89
fried rice 16.30 8.50 14.15 8.65
beef bowl 22.41 11.50 13.96 17.39
steamed rice 15.59 7.72 8.28 6.26
ramen noodle 29.27 25.31 26.31 24.16
eel bowl 39.26 40.33 32.53 31.82
fried noodle 10.56 8.51 13.58 16.93
pork cutlet bowl | 13.47 10.22 15.91 11.93
chilled noodle 13.43 11.19 15.22 11.14
seafood bowl 12.76 15.68 15.49 11.12
tempura bowl 15.25 11.37 18.59 13.73
meat spaghetti 14.68 14.20 20.15 12.32
soba noodle 21.15 13.73 14.29 18.0
average 18.28 14.55 17.58 15.02

Table 2: FIDs by the difference in the number of FC layers in
the mapping network f.

Category Input 4 | Input 8 | Input 12 | Input 16
bibimbap 23.11 19.34 21.63 26.13
fried rice 19.35 23.45 19.85 32.23
beef bowl 23.28 21.89 19.26 29.51
steamed rice 29.75 28.87 22.61 43.24
ramen noodle 34.18 30.32 27.15 45.09
eel bowl 51.23 47.13 43.34 45.57
fried noodle 18.41 19.65 20.27 27.16
pork cutlet bowl | 22.46 20.77 20.56 22.47
chilled noodle 21.10 20.45 19.91 29.99
seafood bowl 27.21 24.30 21.78 34.13
tempura bowl 21.63 19.06 18.56 20.38
meat spaghetti 21.66 21.37 23.44 28.27
soba noodle 29.79 27.93 23.16 37.65
average 26.39 24.96 23.19 32.44

Table 3: FIDs due to the difference in the number of FC layers
when the conditional information y is first given together
with the latent code z.

same input as in Figure 1. We can see that the mapping function f
can not control the class without multiple condition vector inputs.

5 CONCLUSION

We propose a conditional version of StyleGAN to control proba-
bilistic fluctuations of disentangled features. The style-based gen-
erator can manipulate the style of any domain by providing con-
ditional vectors. Experiments show that the proposed model can
generate various food images with conditional vectors.

As future work, we plan to generate food images from recipes.
This method allows the generator to generate images from various
ingredients. For example, we experiment what kind of image can
be generated by changing tofu, which is a material contained in
mapo tofu, to another ingredient like eggplants. In addition, we
plan to learn an image transformation network that changes the
calorie appearance of the food, taking into account the noise effect
that changes the topping that we clarified in this paper. Thus, our
proposed conditional style-based generator has great potential to
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solve problems that are still unresolved concerning to food images.
Finally, we hope that our proposed model will contribute to further
food image research.
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