
Rescue Dog suit
・Wearable measurement recording device of rescue-dog behavior, 

developed by Ohno et al. Of Tohoku University

RescueDog training dataset
・Data of rescue training

Seven ego-centric videos 
(2min to 20min), 

Total 57min 40sec, 
29.97FPS, 

Down-sampled to 5 FPS,
and used 103,696 frames.

Background & Objective
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Dog-Centric Activity Recognition by Integrating Appearance, Motion and Sound

Rescue Dog
・A dog which assists rescue activity

in the scene of natural disasters
・We aim to identify the behavior of 

the rescue-dog from the sensor 
attached to the dog.

Method

Sound/image-based Three Stream Network
・ Multi-labeled action recognition by using RGB images, optical flow images, and sound.
・ The three-stream network consists of the audio stream and two image streams.

・ We use  the  ImageNet pretrained VGG16  model  for RGB and Flow streams.
・ The MFCC spectrogram extracted from the sound is an input as an image to the sound 
stream.
・ Estimation is executed per frame.
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Experiments

Comparative 
・ We made eight experiments with different combination of the inputs.
・ We compared the performance of the proposed three-stream network with that of
the one/two-stream networks as ablation 
studies.

・For each video, 70% of the front was
used for learning and 30% of the later
was used for evaluation.

・ In each case, sound data is effective for 
multi-class estimation, and accuracy 
decreases when combined with the other one.
・ Feature extraction is not working  from RGB and Flow.
・ In case of combining Sound with RGB and Flow, the accuracy  is  improved  compared 
to sound data only and 
image/sound-based two-stream.

・In the proposed method, the result 
was obtained high accuracy initially 
expected with from compensating 
each other’s missing information.
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RGB Flow Sound

(1) ✔ - - VGG16 pre-trained

(2) - ✔ - VGG16 pre-trained

(3) - - 1D Sound stream with Conv1D

(4) - - 2D Sound stream with Conv2D

(5) ✔ ✔ - 2-stream CNN

(6) ✔ - 2D Sound/image-based 2-stream CNN

(7) - ✔ 2D Sound/image-based 2-stream CNN

(8) ✔ ✔ 2D Sound/image-based 3-stream CNN
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(1) 0.244 0.066 0.0 0.024 0.057 0.0 0.204 0.0 0.0 0.588 0.51 0.436

(2) 0.141 0.0 0.0 0.0 0.017 0.0 0.017 0.0 0.0 0.586 0.476 0.406

(3) 0.669 0.078 0.22 0.023 0.138 0.0 0.274 0.44 0.502 0.745 0.704 0.512
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Conclusions 

・Result
・ Estimated accuracy 51.8% with the proposed method.
・ Each of the three types of data has the necessary information. From the results, it was 
shown that although audio data is powerful for class estimation, necessary information is 
included in each of three data of sound, RGB image, and optical flow image

・Future Work
・Accuracy improvement
- Pre-processing of dog first person view.
- Data set enhancement.
・Real-time processing
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