SSA-GAN: End-to-End Time-Lapse Generation
with Spatial Self-Attention
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1. Introduction Demo IPad

* We usually predict how objects will move in the near future Iin ground truth | our model | [2] first | [2] second stage
our daily lives. However, how do we predict? To address this

problem, we propose a GAN-based network to predict the
near future for fluid object domains.

* Our model takes one frame and is able to predict future
frames.

* We propose introducing the spatial self-attention mechanism

Into the model.
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2. Related Works 4. Method - Spatial Self-Attention GAN
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* (Blue) 3D convolutional/transposed convolutional layers.
* (Orange) Spatial Self Attention Modules.

Propose to generate the both content at the same time. + Objectives
Adversarial Loss Content Loss Full Loss
Lodo = mén mgxygp log D(Y)] + Lo — E My — x|l Lp = —Ladv,
« MDGANI[2] generate rough movements in the first stage and E [log(1 - D(X))], B Xy

XNP ACG — Eadv + )\conﬁcona

add detailed appearances and motions in the second stage.
] _ 5. Experiments
1. Quantitative evaluation
g N » Cloud dataset[3] Beach dataset[1]
1st stage 2nd stage Method MSE] | PSNRT | SSIMT Method MSE] | PSNRT [SSIMT
MD-GAN Stage I | 0.0970 | 16.9019 | 0.3583 RNN-GAN 0.1849 | 7.7988 |0.5143
. . MD-GAN Stage IT | 0.0307 | 22.7372 | 0.5920 Rfd%f\gAN o 1T 88332 }é?ggf 8-283159
Propose the model with only one-stage learning. SSA-GAN (Ours) | 0.0232 | 24.9100 | 0.6805 A S ] Bl i
Ours (b) 0.0374(25.6432| 0.7346

2. Ablation study

- . * (A) Ground truth, (B) existence, (C) non existence of ¥
3. Method - Spatial Self Attention Module A)  (B) ) A (B)  (C)
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* Propose a spatial self-attention @ o
module to learn the long-range g g d
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dependence within a frame. SN Y
. The network assigns more Nx(HlWl)x(ClTl;) Nx(ClTlI)x(HlWl) NX(C,T;) X (H;Wy)
weight to areas outside the -
neighborhood. |
0 sofimas
» y play the important role to avoid T T e,
the over-weighting(See 5.2). NXCixTixHs xW
O)Q
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(i) Output 6. Future Works
Yy, = Y01 + Xy, » Use more temporal features to generate more realistic frames.

« Experiment with mode frames.
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